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Abstract. This paper presents a novel application of argumentatioadtomated
Story Comprehension (SC). It uses argumentation to devel@pguatational ap-
proach for SC as this is understood and studied in psycholdgumentation
provides uniform solutions to various representational masoning problems re-
quired for SC such as the frame, ramification, and qualificgti@blems, as well
as the problem of contrapositive reasoning with defautirimfation. The grounded
semantics of argumentation provides a suitable basis forahstrction and re-
vision of comprehension models, through the synthesis ofxthkcé information
from the narrative in the text with the implicit (in the readeanind) common sense
world knowledge pertaining to the topic(s) of the story giva the text. We re-
port on the empirical evaluation of the approach through #@opype system and
its ability to capture both the majority and the variabilityunderstanding of sto-
ries by human readers. This application of argumentation maridge an important
test-bed for the more general development of computationahzegtation.

1. Introduction

Argumentation is prevalent in many forms of human reasaritegently, new psycho-
logical evidence [13] has re-enforced the close link betwargiumentation and human
reasoning suggesting that this is, in its general form,rieiidy argumentative. It is, there-
fore, important to connect developments of computatiorglimentation and its theory
to applications related to human reasoning. Our broadedicapipn aim is to develop
cognitive systems for semantically analyzing informatigth a narrative structure; e.g.,
news feeds over the Web or dialogues over social media. @ader scientific aim is to
ascertain the extent to which concepts and theories frorfiglteof human psychology,
and in particular the psychology of human story comprelmensian inform research
into automated cognitive systems. Our working hypothesithat such psychological
concepts are useful and indeed necessary for both buildiddesting such automated
systems, and the present paper reports on one stage imytestirhypothesis.

This paper presents a novel application of argumentati@nparticular case of text
comprehension, that atory comprehensiofSC). In particular, thevaluation method-

1A short high-level summary (without any technical detailspaft of this work appears in KR 2014.



ologythat we use isi) set up a corpus of stories with questions to test differepets

of story comprehensior{(ji) harness the world knowledge used by human readers for
comprehension(jii) use this world knowledge in our framework and automatecdesyst
and compare its comprehension behaviour with that of theamureaders. Given the
strong link of our work with psychology, it is useful to givere a brief summary of the
problem and central notions of SC as identified by researplsyihology.

1.1. Psychological Background

Comprehending narrative texts entails the constructicammgntal representation of the
information contained in the text. Since, no narrative ffjgecclearly and completely all
implications or the relations between them, comprehendepends also on the ability
to generatdridging and elaborative inferencethat connect and elaborate it resulting
in a mental ocomprehension modedf the narrative. Inference generation is necessary
to comprehend any narrative text as a whole, i.e., as a sirgg¥eork of interconnected
propositions instead of as a series of isolated sentenodgpaappreciate the suspense
and surprise that characterize narrative texts or starigmrticular [4,12].

Although inference generation is based on the activatiomaifkgroundworld
knowledge the process is constrained by text information. Conceptsentered in the
text activate related knowledge in the readers’ long-teremory [9]. Nevertheless, at
any given point in the process, only a small subset of all tesible knowledge-based
inferences remain activated and become part of the meptagsentation: those that con-
nect and elaborate text information in a way that contributethecoherenceof the
mental model [12,25]. Inference generation is a task-tetprocess that follows the
principle ofcognitive economgnforced by a limited-resource cognitive system.

Since the results of this coherence-driven selection nreésimecan easily exceed the
limited working memory capacity of the human cognitive syst coherence on a more
global level is achieved throughigher-level integrationprocesses that create macro-
propositions generalizing or subsuming a number of texbantered concepts and the
inferences that connect them. Previously selected infbiomavith few connections to
other parts is dropped from the mental model, resulting irbeenconsolidated network
of propositions, which serves as the new anchor for proegssibsequent text [10].

Comprehension also requires an iteratigeision mechanisnof the readers’ men-
tal model. The feelings of suspense and surprise that staime to create are achieved
through discontinuities or changes (in settings, motdratj actions, or consequences)
that are not predictable or are wrongly predictable solalthe basis of the mental model
created so far. Knowledge about the structure and the famcfistories leads readers to
expect discontinuities and to use them as triggers to rekise mental model [29]. A
change in time or setting in the text may serve as a clue fasirgyparts of the mental
model while other parts remain and are integrated with sylsat text information.

Finally, the interaction of processes for coherence caithie possibility oflifferent
but equallysuccessful comprehensiooutcomes, due to the qualitative and quantitative
differences in the conceptual and mental state knowledgéfefent readers.

1.2. Approach and Scope of the Present Paper

Our approach will be based on developing a preference-tmgedentation framework
for SC, using standard argumentation semantics, such asfttiee grounded extension,



to formalize the notion of a comprehension model. This fraoré& will uniformly en-
compass a Reasoning about Actions and Change (RAC) frarkdarathe temporal de-
velopment of the information in a story together with DefdRéasoning with the rele-
vant parts of the world knowledge pertaining to the storytidtts from preference-based
argumentation (e.g., [20]) are used for building argumemid attacks between them.
We also use ideas from [6,8] to allow us to employ contrap@sieasoning, despite the
defeasible nature of the available knowledge, in buildirguenents from a given story.
At present we concentrate on representing narratives amavdnld knowledge
needed for the central comprehension processynthesizing and elaboratinfe ex-
plicit text information with new inferences, amelvisingthem in the presence of new nar-
rative information. Our working hypothesis is that highevdl features of comprehen-
sion, such as coherence and cognitive economy, can be damkl®p of the framework
we develop. We are also assuming as solved the issue of ttpacsing the natural lan-
guage of the text into some information-equivalent strexdu(e.g., logical) form of the
story narrative, without discounting the importance o&throblem, nor the possibility
of the need to be tackled in conjunction with the problems brcivwe are focusing.
We will use a story from the initial evaluation of our apprbas a running example:

It was the night of Christmas Eve. After feeding the animal$ @eaning the barn,
Papa Joe took his shotgun from above the fireplace and satoilteoporch cleaning
it. He had had this shotgun since he was young, and it had rfaited him, always
making a loud noise when it fired.

Papa Joe woke up early at dawn, picked up his shotgun and viktd the forest.
He walked for hours, until the sight of two turkeys in the aliste made him stop
suddenly. A bird on a tree nearby was cheerfully chirping gvbailding its nest. He
aimed at the first turkey, and pulled the trigger.

After a moment’s thought, he opened his shotgun and sawwreeeno bullets in the
shotgun’s chamber. He loaded his shotgun, aimed at theyahké pulled the trigger
again. Undisturbed, the bird nearby continued to chirp andldits nest. Papa Joe
was very confused. Would this be the first time that his sindtgd let him down?

Section 2 defines the argumentation-based semantics fd&fion 3 presents the
empirical evaluation of the approach. The paper concludésrelated and future work.

2. Argumentation Framework

The construction of a comprehension model and its qualificatnd revision at all levels
as the story unfolds, is captured through a uniform accéjtyatequirement on the ar-
guments that support the conclusions in the model. We udeatetaind results from Ar-
gumentation Theory in Al [5,20], and link these to Reasordhgut Action and Change
(RAC) with Default Reasoning on the static properties ofdhenains of discourse.

2.1. Story Representation

We start by defining atory representatioras a triple SR = (N, W, =), comprising
the narrativeV/, the world knowledgéV used for comprehension, and a priority relation



>. For the representation we use a typical RAC language ohEudéctions, and Times.

The exact time-points are largely inconsequential, anddstar the abstract scenes in
a story. Narratives are represented as a sequence of diisesyastating what holds /

occurs and when, as presented in the story. In our exampie(gto= “Papa Joe”):

oBS(alive(turkey), 1), 0BS(aim(pj, turkey), 1), 0BS(pull_trigger(pj), 1),
0BS(—gun_loaded, 4), 0BS(load_gun, 5), 0BS(pull_trigger(pj),6),
oBS(chirp(bird), 10), oBS(nearby(bird), 10).

World knowledge is represented as a collectionuaft-arguments of the form
arg(H, B), whereH is afluent/ action literal, an® is a set of such. Each unit-argument
captures a simple association between concepts in thedgegif the bodyB holds,
then we have some evidence to believe that the Hédtblds. This stems from a key
observation in psychology that typically all world knowtgs] and irrespective of type,
is inherently default and is not fully qualified at the remmemtion level. It is qualified
via the reasoning process by the relative strength of ottoeflicting) knowledge. There
are four different types of unit-arguments capturing défe types of world knowledge:
causal unit-argumentscau(H, B) capture how properties are caused to come about;
property unit-argumentsro (H, B) capture how properties relate to each otpeerlu-
sion unit-argumentsprc(H, B) capture how properties preclude other properties for
changingpersistence unit-argumentser (H, { H}) capture how properties persist over
time. Persistence unit-arguments need not be explicigiyesented in the world knowl-
edge)V, and are implicitly assumed to be present for each litAral the RAC language.
We sometimes writger (H) to meanper (H, {H}), as a way to improve readability.

The priority relation- in a story representation is defined on unit-arguments.tn ge
eral, this includegi) prc(H, By) > cau(—H, By); (i) cau(H, By) = per(—H, Bs);

(iii) per(H, B1) = pro(—H, By); and(iv) story-specific or knowledge-specific priori-
ties between unit-arguments iy.

For our example story one could consider the following waridwledge:

cl : cau(fired_at(pj, X), {aim(pj, X), pull_trigger(pj)})
2 : cau(—alive(X),{ fired_at(pj, X), alive(X)})

3 : cau(noise, { fired_at(pj, X)})

cd : cau(—chirp(bird), {noise, nearby(bird)})

c5 1 cau(gun_loaded, {load_gun})

rl: prc(—fired_at(pj, X),{—gun_loaded})

p2 : pro(—fired_at(pj, X), {-noise})

with the extra story-specific and knowledge-specific ptiesir1 > c1, andp2 = cl.

The use of priorities between unit-arguments addressesrttiegenous qualifica-
tion problem while the priority of information in the narrative over anopit-argument
(formalized in the sequel) also addressesedkegenous qualification problerim addi-
tion, the last two general priorities given above addres¢gbneralized) frame problem
ensuring that properties cease to persist when and only thieea is causal evidence to
the contrary, even in the case where property laws remalateib by this persistence.

2.2. Drawing Inferences — Constructing Arguments

To account for the use of unit-arguments to draw inferencahe temporal setting of
a story, we introduce the notion of angument-rulearg(H, B)Q T4, (C,T), com-



prising a unit-argumentrg(H, B), the time-pointI™™ at which the head of the unit-
argument head is applied, and the conclugionT’) that follows from its application,
whereC' is a fluent / action literal, an@ the time-point at which the literal is inferred
to hold. The body of a unit-argument is applied at time-pdihtwhich equalsT™” for
property unit-arguments, and equdl$ — 1 for all other unit-arguments. An argument-
rule can use its unit-argumeatg(H, B) in the usual forward directiod = F or in a
backward direction/ = B. In the former case, theonclusion (C,T) is (H,T") and
the premise{(L,T?) | L € B}, whereas in the latter case, thenclusion (C,T) is
(=X, T") forsomeX € B and thepremiseis { (L,T°) | L € B\ {X}}}U{(-~H,T")}.
The use of argument-rules in the backward direction alldvesftamework to in-
cludereasoning by contradictigre.g., contraposition, with the defeasible nature of the
world knowledge. It gives for example a form backward persistenge.g., from an
observation to support (but not necessarily conclude, dwepgossible qualification by
other pieces of knowledge) that the observed property fadsasat previous time-points.

Definition 1. A timed literal (C, T') is a supported conclusiorof a setA of argument-
rules ifoBs(C,T) € N, orif (C,T) is the conclusion of an argument-rule i A set of
argument-rulesA is story-groundedf it can be totally ordered so that evefy,, T') in the
premise of any argument-rule ivis a supported conclusion of the set of argument-rules
that precede the aforementioned argument-rule in the ehosdering ofA.

2.3. Argumentation Semantics

Given a story representaticik = (M, W, ), we define a corresponding abstract argu-
mentation frameworl(ASR, Att3R> following the two key suggestions from psychol-
ogy: inferences drawn by readers é)egrounded on the explicit information in the story
narrative, andii) sceptical in nature. The first suggestion leads to the ndixtitien:

Definition 2 (Arguments) Anargumentin A% is any story-grounded set of argument-
rules.(C,T) is aninferenceof A if it is a supported conclusion of.

In defining the attacking relation4ttS™, we need to consider carefully the sub-
tleties of backward reasoning through the defeasible angitiments. In general, for ar-
guments to attack each other they need to be in conflict, égw conflicting con-
clusions. The use of contrapositive reasoning for backvisfetence also means that
it is possible to have attacking arguments that supportlasitns that are not in di-
rect conflict, but instead whose unit-arguments have cdinficheads. For instance,
in our running example we can use the causal unit-argurieim A; to forward de-
rive fired_at(pj, X) and the preclusion unit-argument in A, to backward derive
gun_loaded from fired_at(pj, X); despite the fact that the derived conclusionsief
and A, are not in conflict, the unit-arguments used have conflidtieads. Although not
all suchindirect conflicts are important, a certain subset does need to beatszbfor.

Definition 3 (Conflicts) Consider two argument-rules, = arg, (Hi, B1)@ T{Li>

(C1,Ty) andpy = arg,(Ha, B2)@ TQ"& (C2,T3). These argument-rules ane direct
conflictif C; = =Cs, Ty = Ty; they arein indirect conflictif H, = —Hy, T} = T5.



Informally, an argument will attack another if the formeclmdes an argument-
rule that is in conflict with an argument-rule in the lattedahe attacking argument-
rule is not weaker in terms of the priority relation on thedspective unit-arguments.
When the conflict is indirect care needs to be taken when r@agbackwards with an
argument-rule and the support of the head of this arguméateomes from a stronger
argument-rule used in the forward direction. For exampbasaer the two usual unit-
arguments about birds, penguins, and their (in)abilityypalong with their preference
pro(—fly, {penguin}) = pro(fly, {bird}). Given the observationBs(penguin, 1),
one may apply the first unit-argument in the forward diractioderive(— fly, 1). How-
ever, it is not permissible to subsequently apply the seemitdargument in the back-
ward direction to derivgé—bird, 1) and an attack will exist to prevent this. On the other
hand, given the observatianes(bird, 1), one may apply the second unit-argument in
the forward direction to derivefly, 1), and subsequently apply the first unit-argument
in the backward direction to deriie-penguin, 1). This distinction is reflected in the
next two definitions. The full treatment of this is beyond sitepe of this paper; it would
involve an extended semantics for argumentation, suchaa$ahArgumentation Logic
[6,8], where proof by contradiction is reconstructed inrterof argumentation.

Definition 4 (Qualification) Consider two argument-rulgs = arg, (Hy, B;)Q T{‘i>

(C1,T1) andps = arg,(Hs, By)@ Trj‘& (Cs,Ty). Argument-rulep; (endogenously)
qualifiesargument-rulep, if arg,(Hs2, B2) % arg,(Hi, B1), and eitherp; andp, are

in direct conflict, or they are in indirect conflict and, = F, d; = B. In particular,

if arg,(H1, B1) > arg,(H2, Ba), thenp, strongly qualifiespy; otherwise,p; weakly
qualifies p2. Thestory (exogenously) qualifieargument-rulep, if 0BS(—C T5) € N.

Definition 5 (Attacking Relation) An argument4; attacksan argument4,, and thus
(A, Ap) € AttSR, if an argument-ruley; in A; strongly qualifies an argument-ruje

in Ao, or p; weakly qualifiep, and there is no argument-rulg in A; that is strongly
qualified by an argument-rulg), in A,. Furthermore, the empty argumeattacksan

argumentA,, and thus((), A,) € AttSR, if the story qualifies an argument-rule .

The definition of attack anticipates their use in the definitof a comprehension
model, where it is theninimalattacking arguments that can render some other argument
not suitable. In such minimal attacks all argument-rulgs that iteratively support the
premise ofp; must not be strongly qualified by some argument-pjlén A,. Follow-
ing the guideline from psychology for sceptical inferences can select the grounded
extension semantics to define the central notion of compstbe model.

Definition 6 (Comprehension Model)Given a storySR and the corresponding argu-
mentation framework A5™, Att57), a set of argumentd C A5 is acomprehension
modelof SR if A is a subset of the (unique) grounded extensiot™, AttS™).

As suggested by psychology, not all possible (sceptictdyémces are, or should be,
drawn when reading a story and hence any subset of the grd@mtkension can be used.
These subsets need not contain all their defending argsm€oinprehension models
that contain explicitly their defenses are also requireldetadmissible

A comprehension model can be tested, as is often done in pegph through a
series of multiple-choice questions with answers of thenf&€' holds at7™.



Definition 7. Let M be a comprehension model of a story representafi An answer
of the form “C holds atT” is acceptedf (C,T) is a supported conclusion dff, it is
rejectedif (-C, T) is a supported conclusion @, and it ispossibleotherwise.

2.4. Reasoning lllustration

To illustrate the formal framework, how arguments are careseéd and how a compre-
hension of a story is formed, let us consider our example sttarting from the end of
the second paragraph corresponding to time-pdinssin the example narrative. Note
that the empty argumem; supports(aim(pj, turkey), 1) and (pull_trigger(pj), 1).
Hence,cl on 2 forward conclude$ fired_at(pj, turkey), 2) under the empty argument
A;. We can thus populatd; with c1@ 255 (fired_at(pj, turkey),2). Similarly, we
can includeper (alive(turkey))@ 2= (alive(turkey),2) in the newA;. Under this
latter A1, ¢2 on 3 forward conclude$—alive(turkey), 3), allowing us to further extend
Ay With 2@ 35 (—alive(turkey), 3). The resulting4; is an argument that supports
(—alive(turkey), 3). It is based on this inference, that we expect readers tonesp
that the first turkey is dead, when asked about its statusisaptiint, since no other
argument grounded on the narrative (thus far) can suppoualifigation to this infer-
ence (and hence attack). Note, also, that we can furthardegh A, the argument-rule
rl@ 2> (gun_loaded, 1) to support, using backward (contrapositive) reasoning wit
r1, the conclusion that the gun was loaded when its trigger wlsdgat time-pointl.
Reading the first sentence of the third paragraph, we leasi—gun_loaded, 4).
We expect that this new piece of evidence will lead readers\ise their inferences, as
now we have an argument that supports the conclusigired_at(pj, turkey), 2) based
on the stronger (qualifying) unit-argumerit. For this we need to support the premise
{(~gun_loaded, 1)} of the argument-rule1@ 25 (= fired_at(pj, turkey), 2). We can
do so by using the three argument-rufes (gun_loaded)@ 4 N (—gun_loaded, 3),
per (gun_loaded)@ 325 (~gun_loaded, 2), per (gun_loaded)@ 225 (~gun_loaded, 1),
which support the conclusion that the gun was also unloa@éoré it was observed
to be so. This useper (gun_loaded) contrapositively, effectively reasoning through a
proof by contradiction: had the gun been loaded,dt would have been so also 2t
3, and4, which would contradict the story. Note, though, that théskward inference
of ~gun_loaded would be qualified if the world knowledge contained the wjument
¢ : cau(—gun_loaded, {pull_trigger(pj)}). This latter unit-argument would lead to an
indirect conflict at time-poin® with the backward persistence 6§un_loaded from 2 to
1 and due to the stronger nature of causal over persistencangniments the argument-
rule corresponding to the backward persistenceqin_loaded would be qualified.
Assuming thatc is absent, the argument, consisting of the three “persistence”
argument-rules is in conflict ofyun_loaded, 1) with the argumentd; above. Each ar-
gument attacks the other, and neither can be part of a coepsiim model. If we extend
A, with r1@ 2-5 (= fired-at(pj, turkey), 2) then this can now attack; using the pri-
ority of r1 overcl. The weak qualification of the backward “persistence” argatrrules
in A; by r1Q 2.5 (gun_loaded, 1) in A; no longer leads to an attack frody to A,,

sincer1@ 2-5 (= fired_at(pj, turkey), 2) strongly qualifies an argument-rule iy .
Therefore, the extended, is part of a comprehension model and the conclu-
sion (—fired_at(pj, turkey), 2) is drawn revising the previous conclusions drawn from



A;. The process of understanding our story may then proceectending A, with
per (alive(turkey))@ T (alive(turkey), T) for T = 2,3, 4, resulting in a compre-
hension model that infekdive(turkey) at4. It is based on this inference that we expect
readers to respond that the first turkey is alivé after reading the story so far.
Continuing with the story, after Papa Joe loads the gun aed figain, we can
support by forward inferences that the gun fired, that noiae vaused, and that the
bird stopped chirping, through a chaining of the causal-argumentsc1, ¢3, c4. But
oBs(chirp(bird), 10) allows the construction of arguments that attack on all éhes
through the repeated backward use of the same unit-argargeminded on this obser-
vation. We thus have an exogenous qualification effect wtresse conclusions can not
be sceptical and so will not be inferred by any comprehensiodel. But if we also con-
sider the stronger information 2, that this gun does not fire without a noise, together
with the backward conclusion efnoise, an argument that contains these can attack the
firing of the gun at time-poin and thus defend against attacks that are grounded on
oBsS(pull_triger(pj), 1) and the gun firing. As a result, we have the effect of blocking
the ramification of the causation ebise and so—noise (and—fired_at(pj, turkey))
are sceptically concluded. Readers, indeed respond imtyisat this point in the story.
With this latter part of the example story we see how our fraork& addresses the
ramification problermand its non-trivial interaction with the qualification pfein [27].
In fact, a generalized form of this problem is addressed @/kiee ramifications are not
chained only through causal laws but through any of the fasfrisference we have in
the framework — causal, property, preclusion, or perststen and through any of the
types of inference — forward or backward by contradictioreadl/links in this chain
of ramifications that happen to be qualified, effectivelyair¢he chain of inferences
that would otherwise be supported. Note, also, that therradiate ramifications might
be realized over a sequence of time-points, which in theesomtf this work are better
thought of as micro/inference-level time-points that amreérdense than the macro/story-
level time-points; a more explicit distinction of micro/ora time-points is taken in [7].

3. Framework Evaluation

We have proceeded to evaluate our argumentation-basedaappio SC following the
three step general evaluation methodology described imthaduction. To this end, we
have implemented an argumentation system able to readyargtomative in a sequence
of sessions, compute a comprehension model (the maximpabased on the read parts
of the story, answer (multiple choice) questions, and rejesprocess, revising its con-
clusions as more parts of the story narrative become alail@he task is to evaluate the
inferences of the system against those of human readerswsirenworld knowledge as
that used by human readers that was obtained through ealgisgchological studies.
The efficiency of the system comes from the known polynortilaé computational
complexity of computing the grounded extension of an arguat®n framework, but
also by the direct manipulation of argument-rules (rathantarguments) when com-
puting a comprehension model. To further mitigate the fpbggEixponential number of
arguments in the size of the background knowledge, one wagd to applyoherency
andcognitive economgperations on top of these underlying argumentation peases
Such operations can again be guided from psychologicalestubut this is beyond the



scope of this paper. The initial development of the systemeiant as a proof of principle
to be applied on relatively short stories and small vocagwéworld knowledge.

3.1. System Implementation

The system has been implemented in Prolog, along with anngeaoying high-level
language for representing narratives, background knayelegind multiple-choice ques-
tions. The systemis availablefatt p: / / cogni ti on. ouc. ac. cy/ narrative/.
Without going into details, the language allows the userpec#y a sequence of
sessions of the formessi on(s(B), Qs, Vs), specifying the scerg( B) of the story
to read, the question® to answer, and the parts of the comprehension model to
be made visible to the user. The narrative is representedseg@ence of statements of

the forms(B) :: X at T. The background knowledge is represented by clauses of
theformp(N) :: A B, ..., Cinmplies Xorr(N :: A, B ..., C
precludes X, orc(N :: A B, ..., C causes X wherep,r, c shows,

respectively, a property, preclusion, or causal unit-argot, named\. Negations are
represented by prefixing a fluent or action with the minus syimV@ariables are used to
represent relational information. Preferences betwed@ranguments are represented in
the formp(N1) >> c(N2). Questions are represented by clauses of the fprid)
?? (X1 at T1, ..., X2 at T2) ; ...,whereNis the question namé X1
at T1, ..., X2 at T2) isthe first possible answer as a conjunction of fluents or
actions that need to hold at their respective time-poimtd, aseparates the answers.

The implemented system demonstrates real modularity afmbedtion tolerance,
allowing as input any story narrative or background knogketh the given syntax, ap-
propriately qualifying the given information to computea@mprehension model.

3.2. Empirical Evaluation

Following our evaluation methodology, we have carrigasgchological studyo ascer-
tain the world knowledge that is activated to successfuliyprehend stories on the ba-
sis of data obtained from human readers. We developed a isdemdntial questions that
were presented to participants after reading pre-spesifteg segments. The experimen-
tal materials are all available bt t p: // cogni ti on. ouc. ac. cy/ narrative/.
Stories and questions were presented to the participatit®innatural language form,
and assessed the extent to which readers connected, &dylaimd elaborated key story
elements. Readers were instructed to answer each quentidcio §ustify their answers
using a “think-aloud” method of answering questions whilading, in order to reveal the
world knowledge they had used. The readers did not interalttihe automated system,
nor did they have access to the formal representations afttinies and questions.

The qualitative data from the readers was pooled togethétraaalysed as to the
frequencies of the types of responses in conjunction wihrtformation given in justifi-
cations and think-aloud protocols. The gathered data wasaity represented, and was
used both to provide the automated system with the backdgrknowledge needed to
draw inferences, and also to provide a yardstick againstiwio evaluate the automated
system’s performance. Considering those readers thatri&nated successful compre-
hension according to psychological criteria, our autohatestem was able to identify
the most popular answer to each question, and also to remguoestions for which no
single answer was accepted, following the variability dastated by human readers.



To illustrate this let us consider our example story and twestjons: “01: Where
did Papa Joe live?” and “06: What was Papa Joe doing in the Wdotlke parts of the
story representation relevant to these are:

s(1) :: night at O. s(2) :: animal(turkey?2) at 2.
s(1) :: xmasEve at 0. s(2) :: alive(turkeyl) at 2.
s(1) :: clean(pj,barn) at 0. s(2) :: alive(turkey?) at 2.
s(2) :: xmasDay at 1. s(2) :: chirp(bird) at 2.

s(2) :: gun(pjGun) at 1. s(2) :: nearby(bird) at 2.

s(2) :: longWalk(pj) at 1. s(2) :: aim(pjGun,turkeyl) at 2.
s(2) :: animal(turkeyl) at 2.  s(2) :: pulltrigger(pjGun)zat

The questions are answered after reading, respectivelfirth and second story scenes:
session(s(1),[q(01)],all).  session(s(2),[q(06)],all)
with their corresponding multiple-choice questions being

q(01) ??
lives(pj,city) at 0; lives(pj,hotel) at 0; lives(pj,farma} O; lives(pj,village) at O.

q(06) ??

motive(in(pj,forest),practiceShooting) at 3;

motive(in(pj,forest),huntFor(food)) at 3;

(motive(in(pj,forest),catch(turkeyl)) at 3, motive(dpforest),catch(turkey?)) at 3);
motive(in(pj,forest),hearBirdsChirp) at 3.

To answer question g(01), the system uses the followingdvacind knowledge:

p(11) :: has(home(pj),barn) implies lives(pj,countrySid
p(12) :: true implies -lives(pj,hotel).

p(13) :: true implies lives(pj,city).

p(14) :: has(home(pj),barn) implies -lives(pj,city).
p(15) :: clean(pj,barn) implies at(pj,barn).

p(16) :: at(pj,home), at(pj,barn) implies has(home(art).
p(17) :: xmasEve, night implies at(pj,home).

p(18) :: working(pj) implies -at(pj,home).

p(111) :: lives(pj,countrySide) implies lives(pj,villap
p(112) :: lives(pj,countrySide) implies lives(pj,farm).
p(113) :: lives(pj,village) implies -lives(pj,farm).

p(114) :: lives(pj,farm) implies -lives(pj,village).
p(14)>> p(13). p(18)>> p(17).

By the story information, p(17) implies at(pj,home), withdbeing qualified by
p(18), since nothing is said in the story about Papa Joe wgrldlso by the story in-
formation, p(15) implies at(pj,barn). Combining the irgeces from above, p(16) im-
plies has(home(pj),barn), and p(11) implies lives(pjraoySide). p(12) immediately dis-
misses the case of living in a hotel, whereas p(14) qualifi#3)mnd dismisses the case
of living in the city. Yet, the background knowledge cannotambiguously derive one
of the remaining two answers, with p(111), p(112), p(118)14) giving arguments for
either. This is in line with the variability in the human aresw to the first question.

To answer question q(06), the system uses the followingdrackd knowledge:



p(21) :: want(pj,foodFor(dinner)) implies motive(in(farest),huntFor(food)).
p(22) :: hunter(pj) implies motive(in(pj,forest),huntifimod)).

p(23) :: firedat(pjGun,X), animal(X) implies -motive(irj(forest),catch(X)).

p(24) :: firedat(pjGun,X), animal(X) implies -motive(irj(forest),hearBirdsChirp).
p(25) :: xmasDay implies want(pj,foodFor(dinner)).

p(26) :: longWalk(pj) implies -motive(in(pj,forest),prtce Shooting).

p(27) :: xmasDay implies -motive(in(pj,forest),practt®oting).

By the story and background knowledge parts not shown abexean derive that
Papa Joe is a hunter, and has fired at a turkey. From the fieseinde, p(22) already im-
plies that the motivation is to hunt for food; the same infieecan be derived by p(25)
and p(21). At the same time, p(23) and p(24) dismiss the pitigsbdf the motivation be-
ing to catch the two turkeys or to hear birds chirp, whereary shformation along with
p(26) or p(27) dismiss also the possibility of the motivatizeing to practice shooting.

An interesting example of variability occurred in the ansser the group of ques-
tions q(07), q(08), q(10), q(11), all asking about the statithe turkeys at various stages
in the story. The majority of the readers followed a compnsimn model which was
revised to alternate between the first turkey being dead lared Blowever, a minority of
the readers consistently answered that both turkeys wigee @hese readers had qual-
ified the causal unit-argument supporting the conclusia tihe first turkey was dead
after being fired at, perhaps based on an expectation thdetiee of Papa Joe for turkey
would be met with complications. We believe that such exqtemts can be generated
from standard story knowledge in the same way as we draw ethkorative inferences.

4. Related and Future Work

Automated story understanding has been an ongoing endeb#bfor more than forty
years [21,23]. Logic-related approaches largely proceelbuthe assumption that stan-
dard logical reasoning techniques can subsequently besdpplg., satisfiability [22] or
planning [24]. To our knowledge very little work exists thatates story comprehension
with computational argumentation, an exception being thkwf Bex et al. [2,3], which
combines narratives and argumentation in the context af legsoning. Our approach
to base the development of an argumentation framework astersg for SC strongly
on knowhow from psychology is novel. Argumentation for i@@ag about actions and
change, on which part of our formal framework builds, wasltd in [17,28].

To complete a fully automated approach to SC we continue idgpigssons from
psychology to address further the aspects of cognitive@ogrand coherence, by apply-
ing “computational heuristics” on top of our existing framark. We expect that psychol-
ogy will guide us in modularly introducing operators suchsatection, dropping, and
generalizatiorin order to implement a high-level of coherence in the cormgu@ompre-
hension models. We will also need to exploit more systeraliyiknowledge on the gen-
eral structure, content, and function of the story genrayelsas knowledge on reader
expectations about characters and story plots [29]. Thisddoe accommodated natu-
rally within a preference-based argumentation framewgrkdnditioning the argument
priorities on readers’ expectations, thus dynamicallyngirag as the story unfolds.

We are also investigating the systematic extraction / aitipm of world knowledge
unit-arguments using lexical databases [1,19], knowlexdghives [11], crowdsourcing



techniques [26], or machine learning on raw text (e.g., tbomthe Web) [14,15,16,18].
We envisage that the strong inter-disciplinary nature ofveark can provide a concrete
and important test-bed for evaluating the development offrdational argumentation,
while at the same time offering valuable feedback for psiadny
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